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Dynamic binding
Nuclear magnetic resonance spectroscopy has been used to establish a vital role for 
protein motion in the formation of a protein–DNA complex. The finding potentially 
opens up fresh approaches for modifying protein function. See Letter p.236

A N D R E W  J .  B A L D W I N  &  L E W I S  E .  K A Y

The continuing development of the tools 
of structural biology and their increas-
ingly sophisticated application to stud-

ies of a wide range of biological molecules are 
some of the most noteworthy accomplish-
ments of biophysics. The structures obtained 
have been used to explain molecular func-
tion, to design and modify proteins so as to 
engineer new biological properties, and in the 
rational generation of pharmaceuticals. Yet 
despite the well-documented successes, there 
have also been many cases in which the beau-
tiful, high-resolution pictures produced leave 
many questions unanswered. Part of the reason 
is that the biological function of a molecule is 
driven by free energy changes that depend on 
contributions from both static (enthalpic) and 
dynamic (entropic) interactions1. Although 

static structures can provide atomic-resolution  
information about enthalpy, describing 
entropy at a similar level of detail has been far 
more difficult. 

On page 236 of this issue, Tzeng and  
Kalodimos2 quantify the role of dynamics in 
their study of the catabolite activator protein, 
CAP. They have used nuclear magnetic reso-
nance (NMR) spectroscopy to demonstrate 
that the binding activity of CAP can be regu-
lated by conformational entropy — the entropy 
component associated with the number of 
conformational states that the protein samples.

CAP acts as a transcriptional activator — it 
binds to DNA to increase gene transcription. It 
is also an allosteric protein: binding of a ligand 
molecule at one site can introduce changes 
in both the structure3,4 and the dynamics5 of  
distal sites. More specifically, binding of a small 
nucleotide molecule, cyclic AMP (cAMP), 

Figure 1 | Something in the air. This tower at the SMEAR II field station, Finland, supports several 
instruments that are used to analyse the atmosphere above the forest canopy. Mauldin et al.1 have detected 
a new oxidant in the atmosphere above the station.

the atmosphere that was not derived from OH. 
When they added this value to the calculated 
concentration of acid that was derived from 
OH, they found that the total agreed well with 
the observed atmospheric concentration of the 
acid in the forest.

The technique7 used by Mauldin and  
colleagues to measure OH is known as chemi-
cal ionization mass spectroscopy (CIMS), and 
it has been  used in a range of environments. 
It is therefore surprising that the significance 
of background signals has not been recognized 
in previous studies. That said, the forested 
environment studied by the authors produces 
large quantities of alkene emissions, and so 
provides ideal conditions for the formation of 
X. Measurements of X are now needed in other  
environments, to determine its global impact on 
the production of atmospheric sulphuric acid.

Mauldin et al. propose that X converts sul-
phur dioxide to sulphur trioxide (SO3), which 
then reacts with water vapour to form sulph-
uric acid (see Fig. 3 of the paper1). But sulphur 
trioxide might not be the only product of sul-
phur dioxide’s reaction with X, and the authors 
do not determine the — possibly multistep — 
reaction mechanism for this transformation. 
Indeed, X might not be a Criegee intermedi-
ate at all; perhaps a derivative of it, or another 
compound, reacts with sulphur dioxide8. 
Direct identification and field measurements 
of X are necessary to resolve this issue.

Furthermore, the authors evaluate only 
the role of X in oxidizing sulphur dioxide to 
sulphuric acid. Until the rate constants for 
reactions of X with a wide range of atmos-
pheric species have been determined, its over-
all importance for atmospheric chemistry 
relative to OH will remain unknown — even 
though its concentration in Mauldin and col-
leagues’ study exceeds that of OH. A more 
practical issue is that, if X’s contribution to the 

production of sulphuric acid is greater than 
that of OH, it will make the measurement of 
OH by CIMS more challenging, because of the 
need to subtract a background signal larger 
than the OH signal.

The atmospheric oxidation of sulphur diox-
ide is closely associated with the rate of aerosol-
particle formation and growth, and with the 
production of cloud condensation nuclei9 —  

microscopic particles around which cloud 
droplets coalesce. In calculations predicting 
regional and global temperature rises caused 
by human activities, the largest uncertain-
ties are associated with aerosols and clouds10. 
Until now, OH has been assumed to be the only 
oxidizer that converts sulphur dioxide to sul-
phuric acid. Mauldin and colleagues’ findings 
will therefore help to reduce the uncertainties 
in climate predictions that aim to take into 
account future changes in man-made sulphur 
dioxide emissions and in natural hydrocarbon 
emissions from plants. ■
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to the cAMP-binding domain of CAP leads  
to substantial structural rearrangements in 
distal DNA-binding domains, priming the 
protein for DNA binding (Fig. 1a). Tzeng and 
Kalodimos studied CAP in the unbound and 
DNA-bound states.

The authors exploited CAP’s allostery by 
engineering mutations in the protein at sites 
remote from the DNA-binding interface, but 
which nevertheless modulate DNA binding. 
By using NMR to study the derived mutants, 
as well as different nucleotide-bound forms of 
the protein, the authors established that the 
protein interconverts between inactive states 
that cannot bind DNA and active states that 
can, and that, for the mutants examined, the 
relative populations of these states can be very 
different.

In the simplest of binding models for CAP, 
the affinity of the protein for its target DNA is 
directly proportional to the fraction of mol-
ecules in the active conformation, as has been 
seen previously in different contexts for other 
systems6–9. But Tzeng and Kalodimos observed 
little such correlation. Indeed, the affinities of 
some of the CAP mutants for DNA are 50-fold 
greater, and others are 25-fold lower, than 
would have been predicted on the basis of the 
numbers of molecules populating the active 
state. This clearly indicates that static struc-
tures alone cannot explain CAP’s behaviour.

The authors therefore went on to measure 
the enthalpic and entropic contributions to the 
CAP mutants’ DNA-binding affinities using a 
calorimetric technique. Although the resulting 

data are informative, they are not at atomic  
resolution and they lump together contri-
butions from a variety of terms. Of these  
contributions, one of the most useful to evalu-
ate is conformational entropy, which counts 
the number of states adopted by bonds in 
CAP’s ‘backbone’ and amino-acid side chains.

To gain more insight into the conforma-
tional entropy of the CAP mutants, Tzeng and 
Kalodimos carried out NMR experiments to 
quantify the amplitudes of motion of methyl 
groups in side chains, at the picosecond-to-
nanosecond timescale (one picosecond is 
10–12 seconds). They found that, on DNA 
binding, some of the mutants undergo very 
large net changes in conformational entropy 
that significantly increase the strength of asso-
ciation (Fig. 1b). In other cases, they observed 
that enthalpy changes drive binding, and that 
entropy changes oppose it.

Notably, the authors obtained an atomic-
level description of how the picosecond–
nanosecond dynamics of CAP respond to 
formation of the CAP–DNA complex from 
which the conformational entropy change for 
CAP–DNA binding was established. The pat-
tern that emerges is not simple. For example, 
large changes in amplitudes of motion might 
have been expected only at regions close to the 
binding interface, but such changes extend 
much farther away, involving methyl groups 
more than 50 ångströms from the interface. 
Remarkably, the authors found a strong linear 
correlation between NMR-derived measures 
of conformational entropy change and the total 

change in entropy measured by calorimetry.  
Such a correlation has previously been 
observed10 in the binding of the calmodulin 
protein to its target peptides.

Tzeng and Kalodimos’s findings show that, 
although entropy changes are crucial for CAP’s 
function, there are other ways of modulating 
the strength of DNA binding to the protein. 
Even though the correlation between the frac-
tional population of CAP molecules in the 
active conformation and DNA-binding affin-
ity is poor, increasing the population that is 
in the active state still remains one avenue for 
increasing affinity. The authors’ NMR experi-
ments revealed that, of the nine CAP mutants 
that occupy predominantly inactive structures, 
two interchange with active conformations on 
the millisecond timescale; approximately 2% of 
the molecules are in the active conformation 
for one of these mutants, and 7% for the other. 
Unlike the other seven variants, for which 
active populations could not be detected, these 
two mutants bound DNA.

Most interestingly, Tzeng and Kalodimos’s 
work suggests an approach for manipulating 
protein function through allostery. For exam-
ple, one could imagine targeting a drug to a 
site in an enzyme that is far removed from the 
active site, in order to modify the enzyme’s 
function. By combining allosteric drugs of 
this sort with more traditional pharmaceuti-
cals that bind to active sites, it may be possible 
to moderate the drug resistance that so often 
plagues conventional therapies. Understand-
ing the fundamental roles of dynamics in 
protein function will also facilitate new ways 
of exploiting proteins and of modifying their 
activities. Tzeng and Kalodimos’s work takes 
an important step in this direction. ■

Andrew J. Baldwin and Lewis E. Kay are 
in the Departments of Molecular Genetics, 
Biochemistry, and Chemistry, University of 
Toronto, Toronto, Ontario M5S 1A8, Canada. 
L.E.K. is also at the Hospital for Sick Children, 
Toronto. 
e-mail: kay@pound.med.utoronto.ca 

1. Karplus, M. & Kuriyan, J. Proc. Natl Acad. Sci. USA 
102, 6679–6685 (2005).

2. Tzeng, S.-R. & Kalodimos, C. G. Nature 488, 
236–240 (2012).

3. Popovych, N., Tzeng, S. R., Tonelli, M., Ebright, R. H. 
& Kalodimos, C. G. Proc. Natl Acad. Sci. USA 106, 
6927–6932 (2009).

4. Sharma, H., Yu, S., Kong, J., Wang, J. & Steitz, T. A. 
Proc. Natl Acad. Sci. USA 106, 16604–16609 
(2009).

5. Popovych, N., Sun, S., Ebright, R. H. & Kalodimos, C. G. 
Nature Struct. Mol. Biol. 13, 831–838 (2006).

6. Li, P., Martins, I. R., Amarasinghe, G. K. & Rosen, M. K. 
Nature Struct. Mol. Biol. 15, 613–618 (2008).

7. Volkman, B. F., Lipson, D., Wemmer, D. E. & Kern, D. 
Science 291, 2429–2433 (2001).

8. Masterson, L. R. et al. J. Mol. Biol. 412, 155–164 
(2011).

9. Selvaratnam, R., Chowdhury, S., VanSchouwen, B.  
& Melacini, G. Proc. Natl Acad. Sci. USA 108, 
6133–6138 (2011).

10. Frederick, K. K., Marlow, M. S., Valentine, K. G. & 
Wand, A. J. Nature 448, 325–329 (2007).

a Inactive

CAP

Inactive
population

Active
population

Active

cAMP

CBD

DBD

Low 
a�nity

High 
a�nity

DNA

b

Figure 1 | Conformational entropy can modulate protein–DNA binding. a, When cAMP molecules 
bind to the inactive state of the dimeric catabolite activator protein (CAP) at specific sites in the cAMP-
binding domains (CBDs), DNA-binding domains (DBDs) in the protein alter their orientation. This 
activates CAP so that it can bind with high affinity to DNA. b, Tzeng and Kalodimos2 studied DNA 
binding to several engineered mutants of CAP, and found that conformational entropy can drive binding. 
In the CBD variant shown (purple), the equilibrium between inactive and active conformations is highly 
skewed towards the inactive conformation. Neglecting other factors, a higher affinity for DNA binding 
is realized if the dynamics of the CAP–DNA complex are increased (that is, if the complex has a large 
conformational entropy) relative to a complex that shows little change in motion upon binding.
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